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Abstract – In web search engines privacy protection has become more serious now a days. The main problem of privacy protection in web search is discussed, with a special focus on IP-address based personalized web search. The main goal is to break the linkage between users’ identities and their issued queries so as to prevent privacy breaches. It provides a strong privacy guarantee in web search. The main idea of this privacy model is to protect user’s search activities within a social peer group. Social peer group contains a set of individual users. From search engines perspective, search queries that are issued by users from the same peer group cannot be linked uniquely to individuals within the same group. Experimental results show that our methods achieve high efficiency in practice.
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I. INTRODUCTION

Web search engines have become an indispensable component for millions of users to search desired information on the web. They gather tremendous amounts of users’ personal information. Although some information can be used to provide personalized web search which improves the accuracy of search results greatly, the intense usage of users’ personal information in web search engines also raises terrifying privacy threats to users.

Information related to users’ search activities such as IP address, search queries, and click-through data are all captured and maintained by web search engines using search logs. A few real-life examples indicate that detailed user profiles are constructed from search logs [1].

Privacy breach in web search engines has introduced more threats to individuals. There is an extremely high demand of effective privacy protection mechanisms in web search. There are two major questions related to privacy breach in web search. Firstly, who issued the search query? Secondly, what is the search query about? From the individual’s point of view, if the answers to each of the two questions are identified by some malicious attackers, there is no big privacy concern. However, if a strong linkage between a user who issued the search query and the content of the search query is uniquely identified, the user’s search activity is undoubtedly under risk.

The linkage between a user and his/her search query should be well protected. If even the search engine companies could not correctly recover the linkage, user’s privacy is strongly protected. In this paper, we focus on breaking the linkage between users’ identities and their issued queries so as to prevent private information to be disclosed by any parties. Several existing studies focus on hiding the true IP address of the users who issued a query. These methods cannot provide personalized searches which require the original IP address. Once the true IP address is completely anonymized, the personalized search result cannot be returned. Thus, can we develop techniques to provide strong privacy protection guarantees for search engine users without compromising the personalized search performance?

The major contribution of this work is a novel privacy framework with guaranteed privacy protection in IP address-based personalized web search. The main idea of privacy framework is to protect user’s search activities within a social peer group. A peer group represents a social group of individuals who share similarities. The queries from the similar peer group will be submitted to web search engines together. Users from the same peer group cannot be linked to individual users within the group. This framework consists of an online peer grouping step that dynamically constructs a peer group for each user, and an information obfuscation step which protects each individual user in the crowd. Also provides a practical privacy model that will share similar characteristics of l-diversity in privacy preserving data publishing of relational data to provide a strong privacy guarantee in personalized web search.

The rest of the paper contains: - Review on some related studies is provided in Section 2. Privacy protection framework for personalized web search is presented in Section 3. A practical privacy model with strong privacy protection guarantee is also discussed in this section. In Section 4, some strategies to efficiently formalize peer groups which serve as core foundations of the proposed privacy protection framework is discussed. A systematic empirical study conducted on the AOL search log data set is reported in Section 5. Section 6 concludes the paper.

II. RELATED WORK

Privacy has become a more serious concern in many applications. One of the privacy related problems is publishing relational data for public use [2], which has been extensively studied in the recent years. The major objective of privacy preserving data publishing research is to hide sensitive knowledge from the data while maintaining the utility of data for various data analysis tasks [3]. Several privacy models, such as k-anonymity [4], l-diversity [5], and their variations have been proposed for the purpose of privacy protection. Other than relational data, some other types of data such as social networks and search log data also suffer from privacy breaching concerns. Recently, k-anonymity and l-diversity [6] have been successfully extended to address privacy issues in social networks [7, 8] and search logs.

The Private Information Retrieval model [9] is considered to be the perfect private solution to address the privacy breaching issues in web search. Due to its high complexity and the inability of personalized search,
Private Information Retrieval does not have practical usage. Some recent studies [10] try to obfuscate the search query itself. Randomly generated keywords are injected into the actual query to hide the real search intent. These methods rely on a thesaurus for generating queries which is not practical in the web search scenario. In addition, linkages between users’ identities and their queries are maintained in the search logs, which in-fact still poses great privacy threats to associated individuals.

The proposed privacy model is based on the concept of peer groups. Peer group, which represents a social group of individuals who share similarities, has been an important concept in social science research. The analysis of peer groups has been applied in many areas, such as stock analysis [11], collaborative information sharing [12], distributed computing and cyber network structure [13, 14]. However, the analysis of peer group has not been used for the purpose of privacy protection in web search.

III. PRIVACY PROTECTION FRAMEWORK AND PRIVACY MODEL

In this section, the framework for protecting user’s privacy in personalized web search is first discussed. Then, a practical privacy model with strong privacy protection guarantee in the web search scenario is discussed.

A. The Framework of Privacy Protection in Web

A web search activity usually involves interactions between a user (client) and a web search engine (server). Our methods address the problem of privacy preserving web search at the client side by formalizing a peer group for each web user.

Fig. 1. The framework of privacy protection in personalized web search (ui: user; qi: query issued by ui; Ri: ranked result for qi)

Figure 1 presents the framework of our methods. While each user issues their own query as usual from their clients (e.g., web browsers), an automatic online grouping protocol will be applied to cluster users into peer groups. The queries from the same peer group will be submitted to web search engines together. The grouping protocol can be achieved by a software plug-in designed specifically for those web browsers.

While this framework does not completely hide users’ actual search queries, however, from the search engine’s point of view, it is equally plausible that an individual issues one of the queries in the same peer group. As a result, even the search engine cannot correctly infer which user issued what search query with 100% accuracy. Thus, the user’s privacy in web search is well protected.

B. The Privacy Model in Web Search

According to the l-diversity model for relational data [9], if queries from the same peer group have the same search intent, a linkage is still able to be constructed between a user and search intent. Thus, the privacy model is defined by considering the diversity of queries.

Definition 1 (l-Diversity Search Privacy). A user u1 issuing a query q1 has l-Diversity Search Privacy, if

1. The peer group G of u1 has at least l − 1 other distinct users, denoted as

\[ G = \{ u_1, u_2, \ldots, u_l, \ldots \}; \]

2. Let \( I(G) \) be the most frequent search intent of queries in \( G \), thus, \( I(G)/|G| \leq 1/l; \)

3. \( u_1 \) only appears in one peer group \( G \) at any time.

In general, l-Diversity Search Privacy has a similar property of l-diversity. If a user \( u \) satisfies l-Diversity Search Privacy, search engines could not determine a linkage between \( u \)’s identity and \( u \)’s search intent with a confidence higher than \( 1/l \). The larger the value of \( l \), the stronger the privacy guarantee.

C. Discussions on the Privacy Framework

As the proposed privacy framework has an information obfuscation step to break the linkage between a user’s identity and his/her search queries, it is necessary to consider whether this would affect the quality of web search performance. On the search engine side, each time it receives a group of user identities and search queries. If the size of a group is \( l \), there exist \( 2^l \) different combinations of user identities and search queries. To ensure that the actual personalized search results are always generated, search engines need to conduct searches for all of these \( 2^l \) combinations. On the client side, the plug-in will only present to the users the personalized search results of the original IP address. Therefore, the quality of personalized search is not affected at all. It is interesting to see if a balance between the overheads on the search engine side and the search quality can be achieved. We leave this as a future research direction [15].

In the l-Diversity Search Privacy model, the grouping protocol knows all the search queries and their corresponding IP address mapping. The grouping protocol should be robust and reliable. Any mapping information should not be leaked. As an interesting future research direction, we plan to investigate practical security and encryption-based technique to enhance the security of the grouping protocol.
IV. ONLINE CONSTRUCTION OF PEER GROUPS

As the formalization of peer groups serves as core foundations to protect individual’s privacy in web search, an online formalization of peer groups is a necessity. Not surprisingly, in the current information era, millions of users are issuing queries to search engines at any time. An online grouping procedure needs to be conducted to form peer groups instantly. The details of the algorithms will be discussed in this section. In practice, users may stop issuing queries, and new users will start to issue queries. Thus, when a user does not satisfy the l-Diversity Search Privacy anymore, a reconstruction of peer groups is triggered automatically.

To construct peer groups online, we model users’ search activities as a sequence of \((ui, qi)\) pairs, where \(ui\) is user’s identification (e.g., IP address) and \(qi\) is a query. The peer group construction problem then becomes a sequence partitioning problem such that each partition should satisfy the privacy requirements in Definition 1.

**Algorithm 1. The GreedyAdd algorithm**

**Input:** a stream of users’ search queries \(S = \{(u1, q1), (u2, q2), \ldots, (ui, qi), \ldots\}\)

**Output:** a user group \(G\)

1. let \(G = \{u1\}\);
2. let \(pointer = 2\);
3. while \(|G| < l\) do
   4. let \(count = 0\);
   5. for each \(u \in G\) do
      6. if \(Sim(q, apointer) > \delta\) then
         7. \(count = count + 1\);
      8. end if
   9. end for
10. if \(count = 0\) then
   11. let \(G = G \cup \{apointer\}\);
   12. let \(pointer = pointer + 1\);
13. end if
14. end while
15. update \(S\);
16. return \(G\);

To determine whether two queries have different search intents, a straightforward solution is to calculate a similarity score between them. We adopt a similarity measure based on the Vector Space model due to its popularity. That is, each query is regarded as a term vector. A cosine similarity is calculated to measure the similarity between two queries. We develop a greedy solution to construct partitions from a sequence of \((ui, qi)\) pairs. The major idea is to consider a variant of a traditional clustering problem: suppose \(n\) distinct users are issuing their own queries, we need to generate clusters of users (and their queries) \(G = \{G1, G2, \ldots\}\) such that:
1. \(\forall Gi \in G\), the size of \(Gi\), denoted as \(|Gi|\), satisfies \(|Gi| \geq l\);
2. \(\forall uj, uk \in Gi\), the similarity score of queries \(qj, qk\) issued by \(uj, uk\) (denoted as \(Sim(qj, qk)\)) satisfies \(Sim(qj, qk) \leq \delta\), where \(\delta\) is a parameter that determines whether two queries have different search intents.

The above problem is a variant of the \(k\)-Gather Clustering problem [1], which is NP-hard. However, in the web search scenario, the optimal solution is not necessary. In addition, millions of users may issue queries at the same time and new users and new queries will be issued continually. Taking the efficiency requirement into consideration, we develop the algorithm called GreedyAdd.

The details of the GreedyAdd algorithm are summarized in Algorithm 1. The algorithm starts by picking the top-1 user in the sequence of \((u, q)\) pairs. Then, it scans the remaining sequence and keeps adding users who Once a peer group of \(l\) users is formalized, the queries are submitted to search engines together.

V. EXPERIMENTAL RESULTS

We conduct some experiments using the well-known publicly released AOL search log data. The data set contains about 650,000 users over a 3-month period. We adopted this search log data for the simulation of users issuing queries to web search engines. Only user ids and their search queries are considered in the simulation experiment.

As discussed in Section 4, the quality of personalized web search is not affected at all using our proposed privacy protection framework. For the purpose of evaluation, one important efficiency measure we considered is the time delay for constructing the peer groups. Since a group of users and their queries are submitted together, some users who issued queries earlier may have to wait until the group is formed. To quantitatively evaluate this time delay, we use \(p(ui, qi)\), the position of pair \((ui, qi)\) in the sequence, as the time when \(ui\) issued a query \(qi\). The largest position of a pair in the peer group \(Gj\) is denoted as \(pGj\). Thus, the measure of time delay for \(Gj\) can be calculated as

\[
\text{Delay} = \sum (pui, qi) \leq Gj (pui, qi) - pGj
\]

Figure 2 shows the average time delay for all the users in the AOL search log data. The X-axis represents the value of \(l\) – the size of peer groups, and the Y-axis represents the delay as calculated using Equation 1. For comparison, the calculation of the minimal time delay is done which refers to the case that each peer group contains a continuous set of \((ui, qi)\) pairs in the sequence.
In general, the time delay due to grouping is quite small. When the value of $l$ increases, the time delay increases as well. This is because the size of peer groups increases. Considering the fact that millions of users are issuing queries within a very short time period, the actual time delay for constructing peer groups in practice can be neglected.

VI. CONCLUSION

In this paper, we proposed a practical privacy model for protecting user’s privacy in personalized web search. The general idea is to hide individual’s search activities in a social crowd. Thus, the linkages between user’s identity and user’s queries are disconnected.

There are several interesting future directions for our work, such as (1) how to extend the proposed privacy model to prevent privacy breaches which utilize individual’s sequential search activities; (2) how to integrate users’ click-through data to enhance the privacy model in web search. In addition, the proposed peer group formalization algorithm only considers whether user’s queries share different search intents, it does not take into account whether users sharing similar social background should be grouped with high priority. We are also interested in exploring social profiles of users for more effective formalization of peer groups.
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