The Effect of Neural Network Models on Diagnosis of Bipolar Disorder
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Abstract – Now neural networks are used in several domains. One important application is the diagnosis process. This paper by using the neural networks can be taken a step in the diagnosis of bipolar disorder. Of the many ways such as interviews, patient records, relevant articles, books psychiatric. Etc. Parameters of this disorder have been identified. After identifying the parameters of bipolar disorder, the implementation of neural network models are discussed. MLP and RBF have models that used in this paper. At the end, the comparison between the results of the two models is done. And conclude the MLP model with the lower error (13.33%) than RBF model, can diagnosis the bipolar disorder.
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I. INTRODUCTION

Neural networks are very good at a wide variety of problems, most of which involve finding trends in large quantities of data [1]. To streamline the diagnostic process in daily routine and avoid misdiagnosis, artificial intelligence Methods (especially computer aided diagnosis and artificial neural networks) can be employed. These adaptive learning algorithms can handle diverse types of medical data and integrate them into categorized outputs [2]. One of the application of neural network is the diagnosis of medicine. This is in their proof-of-concept stage, with the acception of a neural network that will decide whether or not to grant a loan, something that has already been used more successfully than many humans [20]. Mental disorders as a broad category of diseases known [3]. It is a group of diagnoses in the Diagnostic and Statistical Manual of Mental Disorders (DSM IV TR) classification system where a disturbance in the person's mood is hypothesized to be the main underlying feature [7]. Depression Types are a mood disorder classification [6], bipolar disorder is the subset of depression [].It also has a few actions in the diagnosis of bipolar disorder using neural networked done that so far have not had satisfactory results in this context. Here are a few of them are mentioned: In [14], the author presented a neuro-fuzzy approach-based classification algorithm, which distinguishes patients with depression from controls by a neuro-fuzzy network with a weighted fuzzy membership function (NEWFM) using the two times domain and four frequencies domain features of HRV. With a reliable accuracy rate of 95%, in this work the six HRV features were extracted and used as NEWFM input features for depression classification. Which indicates a significant association between depression and the autonomic nervous system. In [15], utilize ontologies and Bayesian networks techniques to build the inference model for inferring the possibility of depression. The author proposed an ontology model to build the terminology of depression and utilize the Bayesian networks to infer the probability of depression. In addition, the paper also proposes an agent-based platform and addresses the implementation issue. The result shows that it can be well-infering in the depression diagnosis. In [16], ten different types of classification algorithms are applied to depression diagnosis and their performance is compared, through a set of experiments on SMRI brain scans. In the experiments, a procedure is developed to measure the performance of these algorithms and an evaluation method is employed to evaluate and compare the performance of the classifiers. In [17], a machine learning method is proposed for automatically finding psychiatric diagnostic rules. It is proposed that a genetic algorithm (GA) system can find symbolic, easily readable rules that could be used by psychiatric clinicians. Diagnosis of major depressive disorder is considered. A sample of 320 subjects with symptom information and pre-assigned diagnosis is used to train a GA model and two other statistical models, discriminant analysis and logistic regression. Each model is able correctly to classify more than 91% of cases. The GA model performs best of the three methods and yields readable, non-numeric rules. In [18], presents psyche system, a personal, cost-effective, multi-parametric monitoring system based on textile platforms and portable sensing devices for the long term and short term acquisition of data from selected class of patients affected by mood disorders. The acquired data will be processed and analysed in the established platform that takes into account the Electronic Health Records (EHR) of the patient, a personalized data referee system, as well as medical analysis in order to verify the diagnosis and help in prognosis of the illness.

In this paper trying has been considering a number of parameters for diagnosis of bipolar disorder and the data already prepared, paid to design a neural network by using the MLP and RBF models, that are of the most widely used models. Of the parameters that using in this paper, it can be noted to "Depressed mood" , "Disruption of appetite" , "Feeling of guilty" , "Lake of concentration" , "Lake of decision-making power" , "Decreasing of libido". Neural network training is designed with different percentages. The error of training different percentages is achieved for comparison with together. For training and test network uses the patient's record. And show that each
II. What is the Bipolar Disorder?

Bipolar disorder (BD), an unstable emotional condition characterized by cycles of abnormal, persistent high mood (mania) and low mood (depression), which was formerly known as "manic depression" (and in some cases rapid cycling, mixed states, and psychotic symptoms) [9, 10]. Subtypes include: Bipolar I is distinguished by the presence or history of one or more manic episodes or mixed episodes with or without major depressive episodes [11]. A depressive episode is not required for the diagnosis of bipolar I disorder, but depressive episodes are usually part of the course of the illness. Bipolar II consists of recurrent intermittent hypomanic and depressive episodes or mixed episodes. Cyclothymia is a form of bipolar disorder, consisting of recurrent hypomanic and dysthymic episodes, but no full manic episodes or full major depressive episodes. [12]. Bipolar Disorder Not Otherwise Specified (BD-NOS), sometimes called "sub-threshold" bipolar, indicates that the patient suffers from some symptoms in the bipolar spectrum (e.g., manic and depressive symptoms) but does not fully qualify for any of the three formal bipolar DSM-IV diagnoses mentioned above [13].

III. Neural Network & Models

The main idea of machine learning WarenMcCulloch and Walter Pitts in 1940 by taking the model of the human brain neurons were raised [19]. Set the input weights of each neuron makes learning neural network is an artificial neural network can be a single layer or multiple layers, resistance and damage tolerance can be learned, being (i.e., the ability to adjust the weight LAN), generalize, because of the high speed parallel processing, coping with change. Feature of Neural network system and non-linear system model. This article is based on a neural network can be used as an efficient tool in identifying psychiatric patterns.[20].

A multilayer perceptron (MLP) is a feed forward artificial neural network model that maps sets of input data onto a set of appropriate outputs [19]. MLP consist of multiple layers of nodes in a directed graph, with each layer fully connected to the next one. Except for the input nodes, each node is a neuron (or processing element) with a nonlinear activation function. MLP utilizes a supervised learning technique called back propagation for training the network. MLP is a modification of the standard linear perceptron and can distinguish data that are not linearly separable [21]. In "Fig. 1" view of this model is visible.

In the field of mathematical modeling, a radial basis function network is an artificial neural network that uses radial basis functions as activation functions [22]. The output of the network is a linear combination of radial basis functions of the inputs and neuron parameters.

Radial basis function networks have many uses, including function approximation, time series prediction, classification, and system control. They were first formulated in a 1988 paper by Broom head and Lowe, both researchers at the Royal Signals and Radar Establishment [23]. In "Fig. 2" view of this model is visible.
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IV. Algorithm of Suggested Method

After examining the records and interviews with psychiatrists and reading [24, 25, 26]. The number of cases is 340 pcs. The records of the psychiatric centers called "Taleghani Elami" is extracted. The number parameters is extracted, that including: "Depressed mood", "Disruption of appetite", "Feeling of guilty", "Lake of concentration", "Lake of decision-making power", "Decreasing of libido", "Psychological distress", "Skipping of thoughts", "Decentralization", "Risk driving", "Excessive excitability", "using of drugs", "Increasing of educational activities" & "Much Happiness".

Outputs intended including: "Bipolar depression I", "Bipolar depression II", "Depression secondary" & "healthy".

"Fig. 3" shows the progress of the program. Which includes the following details: Parameters used in the above mentioned. The data have been divided into two parts: train and test. The part train for the implementation of neural network models used And the part test used to calculate the model's error. After calculating the error of
each models (MLP & RBF), the comparison of these errors is discussed, then selecting the optimization model for diagnosis bipolar disorder. That, if the error of MLP model is lowest of the error of RBF model can be select the MLP model for training. Else if the error of MLP model is bigger than RBF model, selecting the RBF model for diagnose.

**Fig. 3.** View of the diagram

**V. MAIN RESULTS**

Due to the structure of each of the models used in this article (MLP & RBF) and the parameters required for the diagnosis of bipolar disorder, we have discussed the implementation of neural network. Implementation of neural network models in the MATLAB have been done.

We have training each of the models with different percentages of data. As can be seen from the results, while 70 percent of data used for training the network we will be faced with fewer errors.

5.1. Results MLP

Define This model uses 10 input neurons, 5 neurons in the middle and four output neurons for the four classes defined (depression, bipolar, depression, bipolar secondary depression and healthy), has been implemented. Also, the data that are used to train the network, are determined by the user. The data selected for training the network with respect to the user input, the command Randperm are determined. In "Fig. 4" the percentage error with respect to the training of the network stated. As can be seen in 70% of training percentage, happen the minimum error for MLP model. And for 40% training percentage the worst error appears. Regression graph of MLP model in the "Fig. 5" is visible. A regression graph or chart to determine the purpose of the simulation is to answer the y-axis and x A simulation solution of the target. Slope of the regression say. The mean square error compared to the same period as the Epoch shows. Training Chart Red Green Blue Test and Evaluation and Early stopping point is called the point shown by the amount of the assessment error is minimized.

**Fig. 4.** Network error of MLP model

**Fig. 5.** Regression graph of MLP model

4.2. Results by using RBF model

This model uses the coefficient of expansion (spread) the first one, add the number of neurons to display the target amount equal to 25 times the mean square error is zero, default values are the model has been implemented, as well, the percentage of data that Learning networks are used, are determined by the user. The data selected for training the network with respect to the user input, the command Randperm are determined. Regression graph of RBF model in the "Fig. 6" is visible. A regression graph or chart to determine the purpose of the simulation is to answer the y-axis and x A simulation solution of the
target. Slope of the regression say. The mean square error compared to the same period as the Epoch shows. Training Chart Red Green Blue Test and Evaluation and Early stopping point is called the point shown by the amount of the assessment error is minimized. In "Fig.7", the percentage error with respect to the training of the network stated. As can be seen in 70% of training percentage, happen the minimum error for RBF model. And for 50% training percentage the worst error appears.

4.3. Compare results

As a comparison between models can be occurred out errors in the model used. Here, we use this method for comparison between MLP & RBF models. "Table 1" shows a comparison between the models, and can be seen that, with using the MLP for training have the better detection for bipolar disorder. MLP model can diagnose with 13.3% error, while the RBF model has the 15% error in this disorder.

Table 1: compare errors of models

<table>
<thead>
<tr>
<th>Error</th>
<th>Network</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.3%</td>
<td>MLP</td>
<td></td>
</tr>
<tr>
<td>15%</td>
<td>RBF</td>
<td></td>
</tr>
</tbody>
</table>

VI. CONCLUSION

This article has attempted to use the neural network models for diagnosis of bipolar disorder. The diagnosis is one of important applications of these networks have been investigated. After discovering the important parameters identified in this disorder, we have discussed the application of neural network models. Then compare the two models of neural networks to implement this disorders discussed. And conclude with 12 parameters of bipolar disorder and using the MLP model have the better diagnosis and error of this model is 13.3%. In fact, the goal of this article is a small step toward recognition powerful of neural network in diagnosis of mental illness.
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